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Abstract—The Internet consists of a large number of intercon- 1) Self-LSA falsification, where the malicious router falsi
nected heterogeneous ASs (Autonomous Systems), each owared fies only its own LSA.

administered by an autonomous organization. Traffic in each AS 2) Other-LSA falsification, where the malicious router ad-
is forwarded by routers that maintain a coherent picture of the '

network topology using an intra-AS routing protocol. The most vertises a false LSA on behalf of other routers within its
popular intra-AS routing protocols are link-state protocols, such AS.

as OSPF and IS-IS. An attacker who compromises a single AS gince every LSA describes only a small portion of the AS
router can send false routing advertisements. In the most simple . - . . .
and practical variant of the attack, the attacker falsifies only t°p,°'°9y’ that is, a single I’C.)l',ltel’. and the Iln'ks to its imnageli

its own routing advertisements and not those of other routers. neighbors, a self-LSA falsification attack is thought to énav
However, such an attack is widely considered to have limited only a limited effect on each router’s view of the AS topology
effectiveness, because only a small part of the topology is falsdie |n contrast, other-LSA falsification attack can “poison’aage

In this paper we disprove this conception, by presenting and hiace of the AS topology viewed by all the routers, and are
analyzing a new attack, referred to as a “partition attack,” which . .

can cause extensive damage throughout the AS by causing rose Nerefore believed to cause more extensive damage. However
to have an incoherent view of the AS topology. We investigate the Other-LSA falsification has two major caveats, which seHAL

computational complexity of the attack and show its effectivenes falsification does not have:
using extensive simulations. An important property of this attack

is that it cannot be prevented even if LSAs are digitally signed. 1) When a router receives a false LSA that was advertized

by another router on its behalf, it immediately triggers
I. INTRODUCTION what is known as the “fight-back” mechanism [22],
The Internet consists of a large number of interconnected [25]. This mechanism advertises a newer instance of
heterogeneous ASs (Autonomous Systems), each owned and the LSA, which cancels any impact of the false one. A
administered by an autonomous organization. Traffic in each few attacks have been proposed to circumvent the “fight-
AS is forwarded by routers that maintain a coherent picture  back” mechanism [15], [17], [9], but all of them are either
of the network topology using an intra-AS routing protocol. ~ complex, or are not effective for every AS topology or
The most popular intra-AS routing protocols are link-state router vendor. Therefore, in the general case, an attacker
protocols, such as OSPF and IS-IS [19]. Link-state routing Who wishes to persistently falsify LSAs of other routers

protocols are also very popular for new network technolgie must repeatedly_ send out the false LSAs, thus increasing

such as mobile ad-hoc networks [5], sensor networks [2], [20  the chances of its exposure.

and Ethernet-based datacenters [6]. 2) Defense mechanisms that employ a digital LSA signature
Link-state routing protocols work by having each routetdbui [13], [18] completely mitigate the possibility this attack

a local map of the entire network topology, which it uses to  even if the fight-back mechanism is circumvented.

find the shortest path to every destination subnet. To btsld i As noted above, since self-LSA falsification can have a
own picture of the network, each router creates a link-staiited effect on other routers’ view of the AS topology, it
advertisement (LSA), which describes its local links aneirth js widely believed [14], [15], [17], [16] that such an attalcis
weights. These LSAs are then disseminated to all the othefimited power. For example, if its goal is to overload links
routers in the AS, and each router uses them to build its loggld routers in the AS, it is believed that an attacker can do
routing map. that only in its vicinity, by falsely advertising that it igrdctly
Link-state routing protocols have several known securigbnnected to many destinations. This will cause a lot ofitraf
vulnerabilities [1], [10], [19], [24], [25]. The most imptant to these destinations to be routed towards the attackeilsityi
are related to the creation and dissemination of incorr8&4. Thijs attack is not only limited in its scope, but also can be
by a malicious router residing within the AS. There are tweasily exposed using dataplane probes, such as tarcefoise.
variants of such an attack: paper shows that the network security community has a seriou
This research was partially funded by a grant from the Isid@tistry of misconception, because self-LSA falsification attacksehav
Science and Technology. much greater power compared to what is widely believed. In



particular, we show that a judicious use of such attack can 1. RELATED WORK
overload remote links and routers that are far from the kdtac Many attacks have been devised for link-state routing proto
while leaving no obvious dataplane traces that may lead€o thy|s that falsify routing LSAs. A powerful variant of thistatk
attacker. is the other-LSA falsification attack, in which a comprondise
We show this by proposing and analyzing a special cag§ter sends a false LSA on behalf of another router, in diler
of the self-LSA falsification attack, referred to as a “p@ohi  poison the LSA database of the other routers in the netwank. A
attack.” We investigate the effects of such an attack uswoth b example for this attack is given in [4], where the compromise
computational complexity analysis and extensive simoifeti oyter sends an LSA on behalf of another rouerThis LSA
The essence of this attack is that it not only falsifies thevvienag g higher sequence number than the last LSA seff. bf
other routers have of the AS, but also prevents them frop receives its own LSA with incorrect data (i.e., differenath
having a joint synchronized view. Consequently, forwagdinghe gata it sent in its most recent LSA), it invokes the fight-
loops are created, routing paths are lengthened, and $ouigdck mechanism [22], [23]. That is, it sends a new (correct)
become disconnected. More importantly, since this is & selfsa with a higher sequence number. One variant of this false
LSA falsification, this attack cannot be prevented even iRES | sa attack is shown in [23] to have a lasting impact if the
are digitally signed. false LSA is broadcast by the attacker again and again at
The main idea behind the new attack is that the attackggecific times, each time with a new sequence number. As noted
partitions the network into two parts, and “convinces” eachylier, these attacks can be prevented if LSAs are autiadedi
part to build a different routing map. This is accomplishgd bysjng standard cryptographic schemes as presented ilg], [
having a compromised router send different LSAs on differepjowever, such schemes are not the common practice today.
outgoing ports. These different LSAs have the same headep simpler and more practical attack variant is self-LSA
(sequence number, checksum and age fields) , and are tierefgkification, in which a compromised router produces and
considered identical by every router that receives then [15 sends its own LSAs with false information [22], [24], [25hi®
Figure 1(a) shows an example of the new attack. Suppqggack is more powerful than the previous one in the senge tha
that the compromised route?, wants to create routing l00psit cannot be stopped by invoking the fight-back mechanism and
in the network. To this end, it sends different LSAs &y it cannot be prevented using cryptographic schemes.
and R. In LSA, which it sends taR,, R, does not indicate  Twpo attacks that enable a compromised router to change the
the existence of the linkzy — 1. In LSA, which it sends to | SAs of another router are proposed in [15], [14] for OSPFv2.
Rz, Ry does not indicate the existence of the liflg — R;. These attacks can be prevented if the LSAs are digitallyesign
ConsequentlyR; and R build different network pictures, as and authenticated. But if the LSAs are not authenticatezseth
shown in Figure 1(b) and Figure 1(c) respectively. In additi attacks cannot be stopped by invoking the fight-back scheme.
LSA andLSA are disseminated to the other routers. Routefi§ the first attack, a special feature of OSPFv2 is used to
that receiveLSA beforeLSA build the same network picture convince a victim router that it can create a link to a non-
as R, does, while the other routers build the same netwogkisting router. This link can then be used to harm the rgutin
picture ask, does. For the sake of our example, suppose thatthe network in a few ways. The second attack proposed in
Ry, R3, Ry, Ry and Ry, receiveLSA first, while the other [15] [14], called “disguised LSA,” exploits the fact thaBs
routers receiv& SA; first. If the weights of all links are equal, aijn, OSPF are not digitally signed. This allows a compromised
routing loop will be created betwee®s and ;. Consequently, router to send LSAs on behalf of another rouferwithout
when a data paCket is sent frOR]g to RQ, Rg forwards it to triggering the f|ght_back mechanism.
R3 through Rg, but I3 forwards it back toRe. A simple attack proposed in [8] is for a compromised router
The main contribution of this paper is to show that selip forward packets not on its shortest paths. In this way, the
LSA falsification attacks, although simple and limited inuv@,  attacker can create forwarding loops without tampering tie
can cause global damage to the entire AS and not only to ifégiting protocol. This attack is limited in its ability to eate
vicinity of the attacker. Thus, such an attack should bendgrh forwarding loops, because each such a loop must contain a

as a serious threat. Therefore, defenses that rely onlygitadi neighbor of the compromised router and the shortest path to i
signatures (which are ineffective against self-LSA fatsifion) from that neighbor.

are insufficient for link-state routing protocols.

The rest of this paper is organized as follows. In Section !ll. THE PARTITION ATTACK AND ITS STRENGTH
Il we present related work on link-state routing attacks. In COMPARED TOPREVIOUS ATTACKS
Section Il we discuss the “partition attack” in greateralet In this section we show that a self-LSA falsification attack
and compare it to previously known attacks. In Section IV wean cause a significant damage to the AS, well beyond the
analyze the attack in order to discover how an attacker cattacker's immediate neighborhood. To show this, we devise
attain maximum damage. In Section V we discuss detectiannew attack type, to which we refer as “partition attack”. In
and mitigation strategies. In Section VI we present sinioitest  the new attack the compromised router sends different LBAs t
on real network topologies, and in Section VIl we concluddifferent neighbors. Both LSAs pretend to represent theecor
the paper. link states of the compromised router. The different LSAgeha



(a) network topology (b) network picture at?; and the black nodes (c) network picture atRo and the white nodes

Fig. 1. An example of the proposed attack

Attack-2: In this attack, the compromised router sends a
false LSA on behalf of another router, assuming that LSAs are
not digitally signed and that the fight-back mechanism can be
thwarted (as proposed in [15]). For example, consider again
Figure 2(a) and letR, be the compromised router. Suppose
that RO sends a false LSA on behalf dt,, and indicates in

(a) (b) this LSA that the linkRy; — Ry has a weight higher than 3, or
that the link is down. Suppose also thiat accepts this LSA
Fig. 2. Demonstrating the various attacks and adds it to its database. Consequently, longer pathdevill

chosen for the traffic sent froms to Ry and R,. This attack
the same header (sequence number, checksum and age fietds),also create forwarding loops.
but they report different informatidn While one of these Attack-3: In this attack, the compromised router sends its
LSAs might be correct, at least one of them contains incorremvn LSA with false information. For example, consider again
information. LSA authentication and fight-back cannot prev Figure 2(a), and leR, be the compromised router. Suppose that
or stop this attack because the compromised router does tet LSA sent byR, reports that the cost of the link, — R is
change the LSA of any other router. An interesting case af tH3 (or higher) rather than 1. This will caugg; to send packets
attack is where the compromised roufersends two different to Ry over the link R3 — R rather than over the shortest path
LSAs to two neighbors?; and R». In the LSA it sends ta?;, Rs — Rz — Rp.
R does not report about its link tB;, and in the LSA it sends ~ We now distinguish between three possible consequences of
to R,, it does not report about its link t&;. We call this a the above attacks:
“partition attack”. Cons-1: loops that do not necessarily include the attacker are
At first glance it seems that this attack has a similar effect created.
the one where the attacker sends the same incorrect LSA toGdins-2: only one loop is created, and this loop includes the
its neighbors. However, as shown later, our new partititecht attacker.
is much stronger. To discuss its impact, we now compare it fons-3: traffic is diverted from its default (shortest) path to
three known families of attacks. another path, but forwarding loops cannot be created.
Attack-1: In this attack, the compromised router changes Generally, sub-optimal routes are less dangerous than for-
its own routing table. Consequently, traffic might be diedrt warding loops, because traffic eventually reaches its rustin
from its shortest paths, and forwarding loops might be exkat and fewer resources are consumed. Thus, Cons-1 and Cons-2
Each forwarding loop includes the shortest path from tieawuse greater damage than Cons-3 and Cons-1 clearly does
compromised router to one of its neighbors. For exampleore damage than Cons-2 because it is more general, and the
consider Figure 2(a) and lg®, be the compromised router.attacker is less likely to be detected.
Suppose that wheR,, receives packets foR;, it sends them  The new partition attack can create forwarding loops that
to Rs rather than toR;. Consequently, these packets will bglo not include the compromised router, as shown in Figure
stuck in the loopRy — Rs — Ra — Ro. I. Thus, both Cons-1 and Cons-2 are possible. Cons-3 is also
. possible in the new partition attack for the same reason it is
In order to pass the checksum check made by OSPFv2 routerstvign nossible following Attack-3. In fact, Attack-3, can be vievas
decide whether two LSAs are indeed identical, identitiesdommy routers . . .
can be added at the end of the LSA as needed [15]. These acigeelo not & Private case of our partition attack, where the compraanise
affect the routing protocol, because OSPF uses only biirea links. router sends the same false LSA to every neighbor.



[ attack ] without digital signatures [ with digital signatures | IV. MAXIMIZING THE |IMPACT OF THE PARTITION ATTACK

new attack Cons-1 Cons-2 Cons-3 Cons-1 Cons-2 Cons-3 . . . o
Attack-1 Cons-2 Cons-3 Cons-2 Cons-3 In this section we address the question how to maximize the
Atiack-2 | CONSL Cons2 Cons3 are possibie None impact of the new partition attack on a network. We start ith
ut unlikely and uncontrollable :
Attack-3 Cons-3 Cons-3 general theoretical model, where the attacker has no kidgele
TABLE | about the propagation delays of the LSAs. We show that finding
THE NEW PARTITION ATTACK IS MORE POWERFUL THAN ANY PREVIOUSLY the most powerful attack in such a case is computationally
KNOWN ATTACK intractable. Then, we consider a more practical case wihere t

_ propagation delays of the LSAs are predictable, and find the
Attack-1 cannot bring about Cons-1 because only one neinst powerful attack in this case.

work picture exists, and all the routers except the compsethi

one follow this picture. A consistent network picture meand- Unpredictable Propagation Delays

that the same shortest paths are calculated by all routbus, T We start with a few definitions:

Attack-1 can only create forwarding loops that contain thim¢ Definition 1: A router R, is said to be a part of a forwarding
promised router (Cons-2), as illustrated in the demoristraif loop with respect to a given destination if it forwards a petck
this attack in Figure 2(a). Cons-3 is also possible due t® thb one of its neighbors, but receives the same packet later on
attack, because the compromised router can divert traffit fr  As described in Section lll, a compromised router that sends
a shortest path without creating forwarding loops. a single false version of its own LSA (Attack-3) cannot ceeat

Attack-2 can theoretically bring about all three consed forwarding loop. However, by sending different LSAs to
quences, since it may cause different routers to have eliffer different neighbors, an attacker who invokes the new attack
network pictures: some use the attacker’'s LSA, and the sth&éan partition the network into two sets of routers, each with
use the correct LSA. However, these consequences are onfifferent network picture. This allows forwarding loops lte
side-effect of this attack, when the attack fails to dissexte Created. We define a partition attack as follows:
the false LSA to all the routers. In particular, unlike in mew  Definition 2: A° partition  attack Py =
attack, an attacker that invokes Attack-2 cannot contrattvh (£a, V1, V2, LSA1, LSA,) is an attack that partitions the
part of the network will receive which LSA. An example offetwork graphG (V, E) into two subgraphs:(V3, £1) and
two different routers obtaining a different picture of tretwork  G2(V2, E2), whereVi UVo U{R,} =V, VinV, =0, and R,
topology due to Attack-2 is illustrated in Figure 2(b). Sopp IS connected to at least one nodelin and one node 5.
that the compromised routét, sends a false LSA on behalf of The attacking node sends two different LSAs with the same
Rs. This LSA says that the cost of link;— R, is 1 rather than header (sequence number, checksum and age fields)t;

7. Now, suppose that routé, uses the fake LSA, whil&; has and LSA,. The nodes ofl; receiveLSA, before LSA, and
the correct network picture. Consequenty, will send packets the nodes ofl; receive LS A, before LS A;.
for R, throughR3, but R5 will forward these packets through T0 assess the potential damage of an attack, we focus on

Rs, which results in a forwarding loop. The same scenario {8 number of source-destination pairs whose traffic is lsug
possible if R, or R, are the attackers. in a forwarding loop. Other possible measures could be the

Attack-3 leaves the network consistent, and therefore Hgmber of source-destination pairs whose traffic is dicecte

forwarding loops are possible. Still, Cons-3 is possibléhi away from their shortest paths, or the number of such pairs

compromised router says that the metrics of its local linles awhose traffic is directed through routers that participatei

better (smaller) than their actual values. Consequenthero Z;L:]t'?s liZ?p'cX\ﬁzcggﬁg ?r?ti?gsagj[\?visrtreartigct?g:aeurs%uig(laoﬁ
routers might forward packets to this router rather thanhen t pidly P '

correct shortest paths. If the compromised router saysthieat StrgggnﬁggneIg_t'_(l)_?]ebzgvrﬁ:neﬂ;f ame;fil:igen ZTag%f lggﬁgggf'
metrics of its local links are worse than their real valugbgo ) 9 P ’

routers might use longer paths. D (P,), is the number of source-destination pairs whose pack-
o ets are caught in a forwarding loop as a result of this attack.
Thus, the proposed new attack and Attack-2 inflict greater\ye present Algorithm 1, which finds the damage inflicted by
damage than all other link-state routing attacks. Howetver, 5 given attack. Essentially, the algorithm traverses thing
new partition attack is much stronger even than Attack-gath for each source-destination péit d) in a search for a
because it cannot be prevented even if cryptographic auth@shyarding loop. To accomplish this, two spanning trees are
tication schemes, based on digital signatures, are uséd [kgeated:SPT, and SPT,. The first is a collection of shortest
[13]. Such schemes allow every router to verify that an LSfaths tod according toLSA; and the second is the same, but
disseminated by a certain router was indeed created by t &ording toLSA,. For each router on the routing path, the

router and was not modified on its way. Thus, digital sigregur next-hop router is determined from the spanning tree induce
prevent Attack-2, but cannot prevent our new attack. by the LS A this router holds.

Table | summarizes the above discussion. In this table weThe algorithm is invoked for each source-destination pair,

indicate the possible consequences of each attack with aralnely(‘;/') = O(|V'|?) times. Traversing the path for each

without digital signatures. pair takes at mos{V/| steps. Thus, the total time complexity



Algorithm 1: Determining the damage of an attack Proof: Suppose thaf?; and R, are the neighbors of the

Input: A network graphG = (V, E) and an attack: compromiseq routeR,, and they sit_ on a simple cyclg. If.Ra
(Ra, Vi, Vo, LSA;, LSA,) has other neighbors, they are omlttgd from the LSA; it sends,
Output: The damage of the attack and thus are not considered as neighborg:of We build an
damage « 0 attack that creates a forwarding loop that contdtsusing the
for each source-destination pais, d) do following partition: Vi = {R1}, Vo = V = {Ra, R1}. LSA,
(1) calculate two shortest path trees toSPT, and sent byR, to the routers in/;, does not include the link, —
SPT, according toLSA; and LS A, respectively;(2)  Ri, andLSA,, sentbyR, to the routers ift;, does not include
start with s, and check what is the next hop do the link R, —R». Thus, the shortest path 1o, calculated by,
according toSPT, or SPT, depending whethes is via a router inV;, while the shortest path t8,, calculated by
holdsLSA or LSA respectively; every router inVs is via R, . Thus, a forwarding loop containing
(3) repeat this process for the next hop uatiis Ry and a router fron; is established. u
reached or until a loop is detected. From Lemma 2 we learn that the new partition attack can
| (4)if a loop is detected thetlamage — damage +1  Create forwarding loops in many parts of the network. For
return (damage) another example, consider again Figure 3(a), but this tittle w

Vi = {R1, Rs}. In this case, a forwarding loop is created
over the link R3 — R; as opposed to the one created over
the link R3 — Rg in the previous example. From Lemma 2
without calculatingSPT, and SPT, is O(|V|?). The shortest we also see a correlation between the damage inflicted by an
path treesSPT, andSPT, can be computed only once per nodé@ttack and the number of simple cycles the compromised route
s, and thus take§/|(|E|+|V |log|V'|)=O(|V3]). Thus the total participates in: more network cycles create more optioms fo
time complexity of the algorithm i©(|V|?). creating forwarding loops.

Algorithm 1 is only valuable when we know which node In order to find a partition with the largest number of
receives each LSA. However, the main questions faced by fpffential forwarding loops, we now define a new optimization
attacker are which of its neighbors to include in each LSARroblem, calledrotential Loops Per Attacker (PLPAjormally,
what is the most effective partition of the graphitp and1,, 9diven an undirected grapty = (V, E) and a compromised
and how to ensure that the nodesVin indeed receive.SA4, fouter R, with at least two neighbors, the goal is to find a

before LSA, and vice versa. To address these questions, Rartition of V' into two disjoint setsV; and V such that (a)
present the following lemmas: each subset is connected; (B), ¢ Vi and R, & Va; (C) R,
has an edge to a node in and to a node iv,; (d) the number

of edges between nodes I3 and nodes i, is maximized.
edges betweer; and V4, or exactly one edge if the I00p5’1y Lelt”nr_p;]i L l()aach IO.Op. r_‘nustthcon.tam ]:c\:hleasttone edgg f_rom
consists of only two nodes. e cut. Thus, by maximizing the size of the cut, we maximize
. . the number of potential loops.
Proof: If no such a link exists, all the routers on the 100p | s 1ima 3: Finding the number of potentfalforwarding

belong to the same subgraph. This contradicts the fact “T@éps that can be created by a compromised roRigis NP-
all the routers in the same subgraph have the same netwef)ifnplete.

picture, and should calculate the same shortest pathsclif su Proof: CMC (Connected Maximum Cut) is a variant of

link exists, there must be at least two such links in a lo®. 6 maximum cut problem, and it is defined as follows. Given
The next lemma characterizes the links that might becoraf undirected weighted graphi = (V, E), the objective is to

part of a forwarding loop as a result of a partition attack.  find a partition ofV into two disjoint subsetd; and V5, such
Lemma 2:Let C be any simple cycle in the network graphthat each subset is connected and the sum of the weights of

and letR, € C be a compromised router. There exists an attaekiges in the cut betwedri and V5 is maximum. It is easy to

by R,, which creates a forwarding loop that includes at leasee that there is a reduction from the CMC problem, which is

one routerRk, whereR # R, andR € C. NP-complete (even in planar graphs) [7], to PLPA. [ ]

For example, consider Figure 3(a) where the weight of eve predictable Propagation Delays
link is 1. Due to an attack by,, routersR;, R3, R4 and R5
have a network picture as in Figure 3(b), wherdas and
Re have a network picture as in Figure 3(c). Consequent
a forwarding loop is created over the lifk; — Rg, because
router Rg calculates a shortest path towats via R3, and R3
calculates a shortest path towarlls via Rg. This link is part
of the following simple cycles: (aR, — R — R3 — Rg —
Ry — Ry, (b) Ry — R1 — R3 — Rs — Rg — Ry — Ryg;
and (c)R, — Ry — Ry — R5 — R3 — Rg — Ry — R,. 2Not every potential loop becomes a real loop.

Lemma 1:Every forwarding loop created by a partition
attack P4 =(R,, V1, V2, LSA;, LSAs) contains at least two

We now consider the case where the propagation delays and
rocessing times of the LSAs are roughly known to the attacke
other words, the attacker is able to predict which noddk wi
be in 1, and which inV5. For simplicity, we assume that the
propagation delay and processing time is one time unit for
every hop. However, a similar algorithm can be used when
these times are different for different hops.



(a) network topology (b) network picture a1, R3, R4 andRs5 (c) network picture a2 and Rg

Fig. 3. An example of Lemma 2R, is the attacker)

To find the attack with maximum impact for a given attackeime it invokes Algorithm 1, whose time complexityd(|V|?).
R., we consider every pair andy of R,’s neighbors. Then, Therefore, the total time complexity (D - deg? - [V |?).
we assume thdtSA reports the existence of all the neighbors
of R, exceptx, wheread SA reports the existence of all the V. DETECTION AND MITIGATION
neighbors ofR, excepty. We further assume thaiSA is sent
to = andLSA is sent toy exactly [t + 3] time units later. The ~ After demonstrating the partition attack and its potential
“17is needed to avoid race conditions; it can be replaced witfipact on the network, we study in this section possible
any0 < e < 1, bute = % is the safer value. To find the optima|detect|on and mitigation strategies. To preserve theibliggd
value of ¢, we need to consider only= 0,1,...D, where D nature of the underlying routing protocol, we focus on dohs
is the network diameter, because if we wait longer than D, 4flat do not need the help of a centralized entity.
the nodes will receiva.SA, while LSA will have no effect. ~ In order to improve the security of link-state routing proto
Algorithm 2 presents the pseudo-code of the above proceduels, several cryptographic measures have been proposed. F
Note that the external “for” loop is performed twice for eacinstance, [3], [11] propose hash authentication mechagism
pair of routersR; and R,: once forv; = R, andv, = R,, and [13], [18] propose to add digital signatures to the LSAs.
and once forw; = Ry, andvs = R;. These mechanisms prevent one node from distributing false
LSAs on behalf of other nodes. However, digital signatures d
Algorithm 2: Finding the maximum damage attack, when Nnot prevent the partition attack because they can only bd use
propagation times are known for LSA authentication. If an attacker distributes two diffnt
Input: A finite graphG — (V, E), and an attackeR, LSAs with its corrggt signatures, both LSAs will be accepted
Output: The attack byP, with maximum damage ot, and treated asllegmrpate. )
and its value Recall that in a link-state routing protocol, every router
for each two neighbors ofR,, v; and v, do receives each LSA multiple times (once from each neighbor).

for ¢ — 1 to the diameter of7 do The first copy is accepted and every other copy is ignored.
(1) for each nodev € G do A straightforward way to detect the new attack is for each
if the distance fromR, to v throughv, is router to compare the content of any non-first LSA it receives
L longer thant + the distance fronR, to v via to the content of the first (accepted) LSA with the same
v, then addv to Vi, else addv to Vs sequence number. The LSAs with the same sequence number
(2) LSA; «— all neighbors ofR, exceptv:; but different content may be indicative of an attack.
(3) LS A, « all neighbors ofR, exceptu,; While the above approach will enable some of the routers to
(4) invoke Algorithm 1 to compute the damage for detect a compromised router, it requires changing the Bgeci
Py = (R4, Vi, Va, LSA;, LS Ay); tions of the standard link-state routing protocols. In &ddj it
| (5) saveP4 and its damage if maximal requires the routers to spend many CPU cycles on the datectio

of this attack. To facilitate the comparison of the LSAs, a
cryptographic hash function can be used to create a digest fo
each LSA. Then, each router needs only verify that all the
The time complexity of the algorithm consists of the 3 “for'LSAs it receives from a given source and with the same header
loops and the execution of Algorithm 1. The first loop goelsave the same digest. Another practical variant of thisrdefe
over all pairs of R,’s neighbors, and therefore does not takes that for two LSAs that are considered identical, accaydin
more than(dgg) = O(deg?) time, wheredeg is the degree of to the ordinary rules of the protocol, the one with a greater
the network. The second is invokdd times, whereD is the numerical hash value is considered newer. This ensures that
network diameter. The third loop rur@(|V|) times, but each only one LSA will be installed throughout the network, which

return (P4, damage)
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reduces the impact of the new attack and makes it similar to | 'SP name| AS number| number of routers| average degreq
that of Attack-3 (see Table I). gdsna 1221 1S 13
xodus 3967 80 1.8
The core vulnerability that makes our partition attack poss Abovenet 6461 145 2.6
ble is that different routers consider different LSAs asiitsl
. A TABLE 1|
even though their content is different. Thus, another way t0 Te tHRrEE TOPOLOGIES USED FOR EVALUATING THE NEW ATTACK
detect the new attack is for every two neighboring routers to
compare the first (accepted) LSA they receive for any origi-
nating router and for every sequence number. This approachor each AS topology, we invoke Algorithm 2 from every
works because, by Lemma 1, a successful attack requires twamle that has at least two neighbors. Our aim is to find the
neighbors whose first (accepted) LSAs are different. attack with maximum damage, i.e., the one that maximizes the
Both of the above approaches can detect any case whewnber of source-destination pairs whose traffic is caught i
different LSAs are sent to different neighbors. Howeveg th forwarding loop, assuming that LSA propagation delays and
specific partition attack discussed in this paper has a enigerocessing times are predictable.
property: the attackeR, sends an LSA to a neighbdr, but Figure 4 shows the maximum damage for each tested topol-
the LSA does not report that the linR, — R exists. Thus, this ogy and for every attacker node in the network. In Figure 4(a)
specific attack can be prevented if a roukgr accepts an LSA we examine the case where propagation delays and processing
originated by its neighboR; and discovers that the linR; — times of the LSAs are equal on all links. This case is inténgst
Rs is not reported in this LSA. However, this simple approacbecause an attacker can use it to easily predict which ®uter
is not compliant with standard link-state routing prot@@uch should be compromised in order to generate a successful
as OSPF and IS-IS: these protocols make a clear distinctattack. In this graph, we first find, using Algorithm 2, the
between establishing adjacencies and LSA disseminatioss; t attack that does the most damage when invoked from each
there are valid cases where a router does not advertise a liolter. Then, we calculate the cumulative distribution o t
to a neighbor. percentage of source-destination pairs whose traffic igltau
in a forwarding loop for all three AS topologies. The y-axis
V1. SIMULATION STUDY indicates the cumulative distribution of attackers whosack
caused the traffic between a specific x-value percentage to be
In this section we evaluate the impact of the new partitiotaught in forwarding loops. We assume that traffic is unilgrm
attack on real network topologies, from the RocketFuelgmbj distributed between all router pairs. For example, comdiade
[21]. RocketFuel is an open ISP topology mapping enginkne corresponding to Exodus in Figure 4(a). The pdint 1,
which can be used to build AS topologies. We invoked the= 0.84] indicates that 16% of the routers are able to produce
new attack on each of the three AS topologies describeddn attack that catches at least 1% of the traffic in a forwardin
[21], whose details are given in Table II. loop.
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While Figure 4(a) examines the specific case of constasich an attack.

processing and propagation delays, Figure 4(b) examires th|n Figure 6 we study the correlation between the damage
average of 60 cases with variable delays, chosen accordingvhen delays are equal and when they are variable. In Figure
a random, exponentially distributed, probability. The xdan g(a), the x-axis indicates the attackers (routers) sortethb
axes are similar to those in Figure 4(a). In this case we sihmage generated by their attacks when delays are fixed. The
assume that the delays are known to the attacker y-axis indicates the damage of the attacks when delays @& fix
From both graphs we learn that the attack is slightly lessid when they are variable, in the solid line and in the circle
effective in the denser topology (Abovenet). In the two @ensrespectively. Each case is separately normalized.
topologies, however, low-damage attacks can be generategor example, consider the poifit = 60, y = 0.2] on
more easily than in the sparse topology (Telstra). A possitthe solid line, and the circle dtr = 60, y = 0.25]. The
explanation is that the elimination of a single link from @A x-value indicates that there is a router whose attack is more
of the attacking router is less crucial in a dense topology thsuccessful than 59 of the 72 routers in the equal propagation
in a sparse one. Thus, high-damage attacks are harder te crease. The solid line y-valu@.2) indicates that the damage of
in a dense topology. But, the existence of a variety of routésis router’s attack is 20% of the maximum damage reached
in a dense topology makes it easier to generate low-damaggen delays are fixed. The circle y-value (0.25) indicates th
attacks. when delays are variable, the same router is able to generate
While the proposed attack mainly affects packets caught @ the average, damage of about 25% of the maximum when
forwarding loops, packets that traverse through a loop leéwot delays are variable. Figure 6(b) is the same as Figure 6(a),
packets are also affected, because such a loop is likely tolé this time with respect to the number of affected source-
heavily loaded. In Figure 5 we show the cumulative percentagestination pairs whose packets are affected by loops @f oth
of source-destination pairs whose packets are affectetlign tflows.
way for equal and varied delays. The x and y axes are similanWe see a very good correlation between the fixed delay and
to those in Figure 4. In this graph we ignore source-destinat the variable delays. Namely, a successful attacker in tke ca
pairs whose packets enter a loop. Thus, the actual percenobfixed delays is likely to be successful also when delays are
source-destination pairs that are affected by an attackeds wvariable or unknown to the attackeThis means that we can
sum of the percentage in Figure 4 and in Figure 5. use fixed delay analysis in order to choose the best attacker

Comparing Figure 4 to Figure 5 reveals that although onWhen delays are varied.
a small percent of the routers can generate a high damagénother interesting observation from Figure 6 is that when
attack, about 30% are able to generate an attack that affettays are fixed, the damage is almost always lower than when
more than 15% of the network traffic, in all three topologieslelays are variable. This is because with variable propagat
In the sparse topology, about 40% of the routers can generdédays, the shortest paths are more diverse and includédaeon t
an attack that affects about 10% of the traffic, whereas in thgerage, more hops. Obviously, longer routing paths iserea
two denser topologies about 70% of the routers can genertite probability of traversing a routing loop.
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VII. CONCLUSIONS

We presented a new partition attack on link-state routin

8l

protocols in which a compromised router sends different £SA

to different neighbors. This enables a single compromis

&41

router to prevent the other routers from building a corregty;
and consistent picture of the network topology. Consedyent12]
forwarding loops are created, the length of some routinggat

in the network is increased, and some pairs of routers becopmg

disconnected. Most importantly, this attack cannot be qumtad

even if LSAs are encrypted and digitally signed with currerft?!

schemes.

[15]

We showed that this attack can divert much traffic to for-
warding loops, and degrade most of the traffic in real netwoH¢!
topologies. We also showed a simple method for evaluating,
which routers would be most efficient in generating an attack
Finally, we proposed some mitigation methods, though theﬁs]

require changes to specifications of existing link-staigting
protocols.
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